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ABSTRACT
In a room with strong low-frequency modes the control of excessively long decays is problematic or impossible with conventional passive means. In this paper we present a systematic methodology for active modal equalization able to correct the modal decay behavior of a loudspeaker-room system. Two methods of modal equalization are proposed. The first method modifies the primary sound such that modal decays are controlled. The second method uses separate primary and secondary radiators and controls modal decays with sound fed into the secondary radiator. Case studies of the first method of implementation are presented.

INTRODUCTION
A loudspeaker installed in a room acts as a coupled system where the room properties typically dominate the rate of energy decay. At high frequencies, typically above a few hundred Hertz, passive methods of controlling the rate and properties of this energy decay are straightforward and well established. Individual strong reflections are broken up by diffusing elements in the room or trapped in absorbers. The resulting energy decay is controlled to a desired level by introducing the necessary amount of absorbance in the acoustical space. This is generally feasible as long as the wavelength of sound is small compared to dimensions of the space.

As we move toward low frequencies passive means of controlling reverberant decay time become more difficult because the physical size of necessary absorbers increases and may become prohibitively large compared to the volume of the space, or absorbers have to be made narrow-band. Related to this, the cost of passive control of reverberant decay greatly increases at low frequencies. Methods for optimizing the response at a listening position by finding suitable locations for loudspeakers have been proposed [1] but cannot fully solve the problem. Because of these reasons there has been an increasing interest in active methods of sound field control at low frequencies, where active control becomes feasible as the wavelengths become long and the sound field develops less diffuse [2-6].

Modal resonances in a room can be audible because they modify the magnitude response of the primary sound or, when the primary sound ends, because they are no longer masked by the primary sound [7,8]. Detection of a modal resonance appears to be very
dependent on the signal content. Olive et al. report that low-Q resonances are more readily audible with continuous signals containing a broad frequency spectrum while high-Q resonances become more audible with transient discontinuous signals [8]. Olive et al. report detection thresholds for resonances both for continuous broadband sound and transient discontinuous sound. At low Q values antiresonances (notches) are as audible as resonances. As the Q value becomes high audibility of antiresonances reduces dramatically for wideband continuous signals [8]. Detectability of resonances reduces approximately 3dB for each doubling of the Q value [7,8] and low Q resonances are more readily heard with zero or minimal time delay relative to the direct sound [7]. Duration of the reverberant decay in itself appears an unreliable indicator of the audibility of the resonance [7] as audibility seems to be more determined by frequency domain characteristics of the resonance.

In this paper, we present methods to actively control low-frequency reverberation. We will first present the concept and two basic types of modal equalization. A target for modal decay time versus frequency will be discussed based on existing recommendations for high quality audio monitoring rooms. Methods to identify and parametrize modes in an impulse response are introduced. Modal equalizer design for an individual mode is discussed with examples. Several case studies of both synthetic modes and modes of real rooms are presented. Finally, synthesis of IIR modal equalizer filters is discussed.

THE CONCEPT OF MODAL EQUALIZATION

The present work is restricted to frequencies below 200Hz and environments where sound wavelength relative to dimensions of a room is not very small. We are not interested in global control in a room, but in introducing a change at the primary listening position. These limitations lead into a problem formulation where the modal behavior of the listening space can be modeled by a distinct number of modes such that they can be individually controlled. Each mode is modeled by an exponential decay function

$$h_m(t) = A_m e^{-\tau_m t} \sin(\omega_m t + \phi_m)$$

(1)

Here $A_m$ is the initial envelope amplitude of the decaying sinusoid, $\tau_m$ is a coefficient that denotes the decay rate, $\omega_m$ is the angular frequency of the mode, and $\phi_m$ is the initial phase of the oscillation.

We define modal equalization as a process that can modify the rate of a modal decay. The concept of modal decay can be viewed as a case of parametric equalization, operating individually on selected modes in a room. A modal resonance is represented in the z-domain transfer function as a pole pair with pole radius $r$ and pole angle $\theta$

$$H_m(z) = \frac{1}{(1-re^{j\theta}z^{-1})(1-re^{-j\theta}z^{-1})}$$

(2)

The closer a pole pair is to the unit circle the longer is the decay time of a mode. To shorten the decay time the Q-value of a resonance needs to be decreased by moving poles toward the origin. We refer to this process of moving pole locations as modal equalization.

Modal decay time modification can be implemented in several ways – either the sound going into a room through the primary radiator is modified or additional sound is introduced in the room with one or more secondary radiators to interact with the primary sound. The first method has the advantage that the transfer function from a sound source to a listening position does not affect modal equalization. In the second case differing locations of primary and secondary radiators lead to different transfer functions to the listening position, and this must be considered when calculating a corrective filter. We will now discuss these two cases in more detail drawing some conclusions on necessary conditions for control in both cases.

Type I Modal Equalization

Type I implementation (Fig. 1) modifies the audio signal fed into the primary loudspeaker to compensate for room modes. The total transfer function from the primary radiator to the listening position represented in z-domain is

$$H(z) = G(z) H_m(z)$$

(3)

where $G(z)$ is the transfer function of the primary radiator from the electrical input to acoustical output and $H_m(z) = B(z)/A(z)$ is the transfer function of the path from the primary radiator to the listening position. The primary radiator has essentially flat magnitude response and small delay in our frequency band of interest, and can therefore be neglected in the following discussion,

$$G(z) = 1$$

(4)

![Fig. 1. Type I modal equalization using the primary sound source.](image)

We now design a pole-zero filter $H_t(z)$ having zero pairs at the identified pole locations of the modal resonances in $H_m(z)$. This cancels out existing room response pole pairs in $A(z)$ replacing them with new pole pairs $A(z)$ producing the desired decay time in the modified transfer function $H'(z)$

$$H'_m(z) = H_c(z) H_m(z) = \frac{A(z)}{A(z)} \frac{B(z)}{A(z)} = \frac{B(z)}{A(z)}$$

(5)

This leads to a correcting filter

$$H_c(z) = \frac{A(z)}{A(z)}$$

(6)

The new pole pair $A(z)$ is chosen on the same resonant frequency but closer to the origin, thereby effecting a resonance with a decreased Q value. In this way the modal resonance poles have been moved toward the origin, and the Q value of the mode has been decreased. The sensitivity of this approach will be discussed later with example designs.

Type II Modal Equalization

Type II method uses a secondary loudspeaker at appropriate position in the room to radiate sound that interacts with the sound field produced by the primary speakers. Both speakers are assumed to be similar in the following treatment, but this is not required for practical implementations. The transfer function for the primary radiator is $H_p(z)$ and for the secondary radiator $H_1(z)$. The acoustical summation in the room produces a modified frequency response $H'(z)$ with the desired decay characteristics

$$H'_m(z) = \frac{B(z)}{A(z)} = H_m(z) + H_c H_1(z)$$

(7)
This leads to a correcting filter \( H_c(z) \) where \( H_m(z) \) and \( H'_m(z) \) differ by modified pole radii

\[
H_c(z) = \frac{H'_m(z) - H_m(z)}{H_1(z)}
\]

\[
= \frac{A_1(z)}{B_1(z)} \frac{B(z)}{A(z)} - \frac{A(z)}{A'(z)}
\]

\[ \tag{8} \]

and

\[
H_1(z) = \frac{B_1(z)}{A_1(z)}
\]

\[ \tag{9} \]

Note that if the primary and secondary radiators are the same source, Equation 8 reduces into a parallel formulation of a cascaded correction filter equivalent to the Type I method presented above

\[
H'_m(z) = H_m(z) \left( 1 + H_c(z) \right)
\]

\[ \tag{10} \]

A necessary but not sufficient condition for a solution to exist is that the secondary radiator can produce sound level at the listening location in frequencies where the primary radiator can, within the frequency band of interest

\[
|H_1(f)| \neq 0 \text{, for } |H_m(f)| \neq 0
\]

\[ \tag{11} \]

At low frequencies where the size of a radiator becomes small relative to the wavelength it is possible for a radiator to be located such that there is a frequency where the radiator does not couple well into the room. At such frequencies the condition of Equation 11 may not be fulfilled, and a secondary radiator placed in such location will not be able to affect modal equalization at that frequency. Because of this it may be advantageous to have multiple secondary radiators in the room. In the case of multiple secondary radiators, Equation 7 is modified into form

\[
H'_m(z) = H_m(z) + \sum_N H_{c,n}(z) H_{1,n}(z)
\]

\[ \tag{12} \]

where \( N \) is the number of secondary radiators.

After the decay times of individual modes have been equalized in this way, the magnitude response of the resulting system may be corrected to achieve flat overall response. This correction can be implemented with any of the magnitude response equalization methods.

In this paper we will discuss identification and parametrization of modes and review some case examples of applying the proposed modal equalization to various synthetic and real rooms, mainly using the first modal equalization method proposed above. The use of one or more secondary radiators will be left to future study.

TARGET OF MODAL EQUALIZATION

The \textit{in-situ} impulse response at the primary listening position is measured using any standard technique. The process of modal equalization starts with the estimation of octave band reverberation times between 31.5 Hz – 4 kHz. The mean reverberation time at mid frequencies (500Hz – 2kHz) and the rise in reverberation time is used as the basis for determining the target for maximum low-frequency reverberation time.

The target allows the reverberation time to increase at low frequencies. Current recommendations [9–11] give a requirement for average reverberation time \( T_m \) in seconds for mid frequencies (200Hz to 4kHz) that depends on the volume \( V \) of the room

\[
T_m = 0.25 \left( \frac{V}{V_o} \right)^{1/3}
\]

\[ \tag{13} \]

where the reference room volume \( V_o \) of 100m\(^3\) yields a reverberation time of 0.25s. Below 200Hz the reverberation time may linearly increase by 0.3s as the frequency decreases to 63Hz. Also a maximum relative increase of 25% between adjacent 1/3-octave bands as the frequency decreases has been suggested [10,11]. Below 63Hz there is no requirement. This is motivated by the goal to achieve natural sounding environment for monitoring [11]. An increase in reverberation time at low frequencies is typical particularly in rooms where passive control of reverberation time by absorption is compromised, and these rooms are likely to have isolated modes with long decay times.

We define the target decay time relative to the mean \( T_m \) in mid-frequencies (500Hz – 2kHz), increasing (on a log frequency scale) linearly by 0.2s as the frequency decreases from 300Hz down to 50Hz.

MODE IDENTIFICATION AND PARAMETER ESTIMATION

After setting the reverberation time target, transfer function of the room to the listening position is estimated using Fourier transform techniques. Potential modes are identified in the frequency response by assuming that modes produce an increase in gain at the modal resonance. The frequencies within the chosen frequency range \((f < 200\text{Hz})\) where level exceeds the average mid-frequencies level (500Hz to 2kHz) are considered as potential mode frequencies.

The short-term Fourier transform presentation of the transfer function is employed in estimating modal parameters from frequency response data. The decay rate for each detected potential room mode is calculated using nonlinear fitting of an exponential decay + noise model into the time series data formed by a particular short-term Fourier transform frequency bin. A modal decay is modeled by an exponentially decaying sinusoid (Equation 1 reproduced here for convenience).
Calculate constant more readily related to the concept of reverberation time. We assume that this decay is in practical measurements corrupted by an amount of noise \( n(t) \)

\[
\eta(t) = A_m n(t) \tag{15}
\]

and that this noise is uncorrelated with the decay. Statistically the decay envelope of this system is

\[
a(t) = \sqrt{A_m^2 e^{-2\tau t} + A_n^2} \tag{16}
\]

The optimal values \( A_m, \tau_n, \) and \( A_n \) are found by least-squares fitting this model to the measured time series of values obtained with a short-term Fourier transform measurement. The method of nonlinear modeling is detailed in [12]. Sufficient dynamic range of this model to the measured time series of values obtained with a Fourier transform has the form of a parabolic function [13]. Therefore the precise center frequency of a mode is calculated by fitting a second-order parabolic function into three Fourier transform bin values around the local maximum indicated by decay parameters \( \eta_{n}(f) \) in the short-term Fourier transform data

\[
G(f) = a f^2 + b f + c \tag{17}
\]

The frequency where the second-order derivative function assumes value zero is taken as the center frequency of the mode

\[
\frac{d^2G(f)}{df^2} = 0 \quad \Rightarrow \quad f = -\frac{b}{2a} \tag{18}
\]

In this way it is possible to determine modal frequencies more precisely than the frequency bin spacing of the Fourier transform presentation would allow.

Estimation of modal pole radius can be based on two parameters, the Q-value of the steady-state resonance or the actual measurement of the decay time \( T_{60} \). While the Q-value can be estimated for isolated modes it may be difficult or impossible to define a Q-value for modes closely spaced in frequency. On the other hand the decay time is the parameter we try to control. Because of these reasons we are using the decay time to estimate the pole location.

The 60-dB decay time \( T_{60} \) of a mode is related to the decay time constant \( \tau \) by

\[
T_{60} = \frac{1}{\tau} \ln(10^{-3}) = 6.908 \tau \tag{19}
\]

The modal parameter estimation method employed in this work [12] provides us an estimate of the time constant \( \tau \). This enables us to calculate \( T_{60} \) to obtain a representation of the decay time in a form more readily related to the concept of reverberation time.

Discrete-Time Representation of a Mode

Consider now a second-order all-pole transfer function having pole radius \( r \) and pole angle \( \theta \)

\[
H(z) = \frac{1}{(1 - r e^{j\theta} z^{-1})(1 - re^{-j\theta} z^{-1})} = \frac{1}{1 - 2r \cos \theta z^{-1} + r^2 z^{-2}} \tag{20}
\]

Taking the inverse z-transform yields the impulse response of this system as

\[
h(n) = \frac{r^n \sin(\theta(n+1))}{\sin \theta} u(n) \tag{21}
\]

where \( u(n) \) is a unit step function.

The envelope of this sequence is determined by the term \( r^60 \). To obtain a matching decay rate to achieve \( T_{60} \) we require that the decay of 60dB is accomplished in \( N_{60} \) steps given a sample rate \( f_s \),

\[
20 \log (r^{N_{60}}) = -60, \quad N_{60} = T_{60} / f_s \tag{22}
\]

We can now solve for the pole radius \( r \)

\[
r = 10^{T_{60} / f_s} \tag{23}
\]

Using the same approach we can also determine the desired pole location, by selecting the same frequency but a modified decay time \( T_{60} \) and hence a new radius for the pole.

Some error checking of the identified modes is necessary in order to discard obvious measurement artifacts. A potential mode is rejected if the estimated noise level at that modal frequency is too high, implying insufficient signal-to-noise ratio for reliable measurement. Also, candidate modes that show unrealistically slow decay or no decay at all are rejected because they usually represent technical problems in the measurement such as mains hum, ventilation noise or other unrelated stationary error signals, and not true modal resonances.

MODAL EQUALIZER DESIGN

For sake of simplicity the design of Type I modal equalizer is presented here. This is the case where a single radiator is reproducing both the primary sound and necessary compensation for the modal behavior of a room. Another way of viewing this would be to say that the primary sound is modified such that target modes decay faster.

A pole pair \( z = F(r, \theta) \) models a resonance in the z-domain based on measured short-term Fourier transform data while the desired resonance Q-value is produced by a modified pole pair \( z = F'(r, \theta) \). The correction filter for an individual mode presented in Equation 5 becomes

\[
H_c(z) = \frac{A(z)}{A'(z)} = \frac{1}{(1 - re^{j\theta} z^{-1})(1 - re^{-j\theta} z^{-1})} \tag{24}
\]

To give an example of the correction filter function, consider a system defined by a pole pair (at radius \( r = 0.95 \), angular frequency \( \omega = \pm 0.18\pi \)) and a zero pair (at \( r = 1.9 \), \( \omega = \pm 0.09\pi \)). We want to shift the location of the poles to radius \( r = 0.8 \). To effect this we use the Type I filter of Equation 24 with the given pole locations, hav-
ing a notch-type magnitude response (Fig. 4). This is because numerator gain of the correction filter is larger than denominator gain. As a result, poles at radius $r = 0.95$ have been cancelled and new poles have been created at the desired radius (Fig. 5). Impulse responses of the two systems (Fig. 6) verify the reduction in modal resonance $Q$ value. The decay envelope of the impulse response (Fig. 7) now shows a rapid initial decay.

The quality of a modal pole location estimate determines the success of modal equalization. The estimated center frequency determines the pole angle while the decay rate determines the pole distance from the origin. Error in these estimates will displace the compensating zero and reduce the accuracy of control. For example, an estimation error of 5% in the modal pole radius (Fig. 7) or pole angle (Fig. 8) greatly reduces control, demonstrating that precise estimation of correct pole locations is paramount to success of modal equalization.

CASE STUDIES

Case studies in this section demonstrate the modal equalization process. These cases contain artificially added modes and responses of real rooms equalized with the proposed method.

The waterfall plots in Figs. 9-15 are computed using a sliding rectangular time window of length 1 second. The purpose is to maximize spectral resolution. The problem of using a long time window is the lack of temporal resolution. Particularly, the long time window causes an amount of temporal integration, and noise in impulse response measurements affects level estimates. This effectively produces a cumulative decay spectrum estimate [15], also resembling Schroeder backward integration [16].

Cases I and II use an impulse response of a two-way loudspeaker measured in an anechoic room. The waterfall plot of the anechoic impulse response of the loudspeaker (Fig. 9) reveals short reverberant decay at low frequencies where the absorption is no longer sufficient to fulfill free field conditions. Dynamic range of the waterfall plots of cases I and II is 60dB, allowing direct inspection of the
decay time. Case III is based on impulse response measured in a real room.

**Cases with Artificial Modes**

Case I attempts to demonstrate the effect of the developed mode equalization calculation algorithm. It is based on the free field response of a compact two-way loudspeaker measured in an anechoic room. An artificial mode with $T_{60} = 1$ second has been added to the data at $f = 100$ Hz and an equalizer has been designed to shorten the $T_{60}$ to 0.26 seconds. The room mode increases the level at the resonant frequency considerably (about 30 dB) and the long decay rate is evident (Fig. 10). After equalization the level is still higher (about 15 dB) than the base line level but the decay now starts at a lower level and has shortened to the desired level of 0.26 s (Fig. 11).

Case II uses the same anechoic two-way loudspeaker measurement. In this case five artificial modes with slightly differing decay times have been added. See Table 1 for original and target decay times and center frequencies of added modes. For real room responses, the target decay time is determined by mean $T_{60}$ in mid-frequencies, increasing linearly (on linear frequency scale) by 0.2 s as the frequency decreases from 300 Hz down to 50 Hz. For the synthetic Case II the target decay time was arbitrarily chosen as 0.2 seconds. Again we note that the magnitude gain of modal resonances (Fig. 11) is decreased by modal equalization (Fig. 12). The target decay times have been achieved except for the two lowest frequency modes (50 Hz and 55 Hz). There is an initial fast decay, followed by a slow low-level decay. This is because the center frequencies and decay rates were not precisely identified, and the errors cause the control of the modal behavior to deteriorate.

**Table 1. Case II artificial modes center frequency $f$, decay time $T_{60}$, and target decay time $T'_{60}$.**

<table>
<thead>
<tr>
<th>mode no</th>
<th>$f$ [Hz]</th>
<th>$T_{60}$ [s]</th>
<th>$T'_{60}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>1.4</td>
<td>0.30</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>0.8</td>
<td>0.30</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>1.0</td>
<td>0.26</td>
</tr>
<tr>
<td>4</td>
<td>130</td>
<td>0.8</td>
<td>0.24</td>
</tr>
<tr>
<td>5</td>
<td>180</td>
<td>0.7</td>
<td>0.20</td>
</tr>
</tbody>
</table>

**Cases with Real Room Responses**

Case III is a real room response. It is a measurement in a hard-walled approximately rectangular meeting room with about 50 m$^2$ floor area. The target decay time specification is the same as in Case II.

In Case III the mean $T_{60}$ in mid frequencies is 0.75 s. 20 modes were identified with decay time longer than the target decay time. The mode frequency $f_m$, estimated decay time $T_{60}$ and target decay time $T'_{60}$ are given in Table 2.

The waterfall plot of the original impulse response (Fig. 14) and the modally equalized impulse response (Fig. 15) show some reduction of modal decay time. A modal decay at 78 Hz has reduced significantly from the original 2.12 s. The fairly constant-level signals around 50 Hz are noise components in the measurement file. Also the decay rate at high mode frequencies is only modestly decreased because of imprecision in estimating modal parameters. On the other hand, the decay time target criterion relaxes toward low frequencies, demanding less change in the decay time.
Fig. 12. Case II, five artificial modes added to an impulse response of a compact two-way loudspeaker anechoic response.

Fig. 13. Case II, mode-equalized five-mode case.

Fig. 14. Case III, real room 1, original measurement.

Fig. 15. Case III, mode-equalized room 1 measurement.

Table 2. Case III, equalized mode frequency $f_m$, original and target decay rate $T_{60}$.

<table>
<thead>
<tr>
<th>$f_m$ [Hz]</th>
<th>$T_{60}$ [s]</th>
<th>$T'_{60}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>2.35</td>
<td>0.95</td>
</tr>
<tr>
<td>60</td>
<td>1.38</td>
<td>0.94</td>
</tr>
<tr>
<td>64</td>
<td>1.57</td>
<td>0.94</td>
</tr>
<tr>
<td>66</td>
<td>1.66</td>
<td>0.94</td>
</tr>
<tr>
<td>72</td>
<td>1.51</td>
<td>0.93</td>
</tr>
<tr>
<td>78</td>
<td>2.12</td>
<td>0.93</td>
</tr>
<tr>
<td>82</td>
<td>1.32</td>
<td>0.92</td>
</tr>
<tr>
<td>106</td>
<td>1.31</td>
<td>0.90</td>
</tr>
<tr>
<td>109</td>
<td>1.40</td>
<td>0.90</td>
</tr>
<tr>
<td>116</td>
<td>1.57</td>
<td>0.90</td>
</tr>
<tr>
<td>120</td>
<td>1.32</td>
<td>0.89</td>
</tr>
<tr>
<td>123</td>
<td>1.15</td>
<td>0.89</td>
</tr>
<tr>
<td>128</td>
<td>1.06</td>
<td>0.89</td>
</tr>
<tr>
<td>132</td>
<td>1.17</td>
<td>0.88</td>
</tr>
<tr>
<td>142</td>
<td>0.96</td>
<td>0.88</td>
</tr>
<tr>
<td>155</td>
<td>1.06</td>
<td>0.87</td>
</tr>
<tr>
<td>161</td>
<td>1.08</td>
<td>0.86</td>
</tr>
<tr>
<td>165</td>
<td>1.24</td>
<td>0.86</td>
</tr>
<tr>
<td>171</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>187</td>
<td>0.89</td>
<td>0.84</td>
</tr>
</tbody>
</table>

IMPLEMENTATION OF MODAL EQUALIZERS

Type I Filter Implementation

To correct $N$ modes with a Type I modal equalizer, we need an order-$2N$ IIR transfer function. The most immediate method is to optimize a second-order filter, defined by Equation 24, for each mode identified. The final order-$2N$ filter is then formed as a cascade of these second-order subfilters

$$H_c(z) = H_{c,1}(z) \cdot H_{c,2}(z) \cdots H_{c,N}(z)$$

Another formulation allowing design for individual modes is served by the formulation in Equation 10. This leads naturally into a parallel structure where the total filter is implemented as...
Basic Type I modal equalizer (see Equation 24) becomes increasingly unsymmetrical as angular frequency approaches \( \omega = 0 \). A case example in Figure 16 shows a standard design with pole and zero at \( \omega_0 = 0.01 \text{ rad/s} \) and zero radius \( r_z = 0.999 \) and pole radius \( r_p = 0.995 \). There is a significant gain change for frequencies below the resonant frequency. This asymmetry may cause a problematic cumulative change in gain when a modal equalizer is constructed along the principles in Equations 26 and 27.

It is possible to avoid asymmetry by decreasing the sampling frequency in order to bring the modal resonances higher on the discrete frequency scale. If sample rate alteration is not possible, we can symmetrize a modal equalizer by moving the pole slightly downwards in frequency (Fig. 16). Doing so, the resulting modal frequency will shift slightly because of modified pole frequency, and the maximal attenuation of the system may also change. These effects have to be accounted for in symmetrizing a modal equalizer at low frequencies. This can be handled by an iterative fitting procedure with a target to achieve desired modal decay time simultaneously with a symmetrical response.

\[
H_c(z) = 1 + \sum_{n=2}^{N} H_{c,n}(z) \tag{27}
\]

**Asymmetry in Type I Equalizers**

At low angular frequencies the maximum gain of a resonant system may no longer coincide with the pole angle [14]. Similar effects also happen with modal equalizers, and must be compensated for in the design of an equalizer.

If sample rate alteration is not possible, we can symmetrize a modal equalizer by moving the pole slightly downwards in frequency (Fig. 16). Doing so, the resulting modal frequency will shift slightly because of modified pole frequency, and the maximal attenuation of the system may also change. These effects have to be accounted for in symmetrizing a modal equalizer at low frequencies. This can be handled by an iterative fitting procedure with a target to achieve desired modal decay time simultaneously with a symmetrical response.

\[
H_m(z) - H_m(z) = \sum_{n=2}^{N} H_{c,n}(z) H_{1,n}(z) \tag{28}
\]

It is evident that all secondary radiators interact to form the correction. Therefore the design process of these secondary filters becomes a multidimensional optimization task where all correction filters must be optimized together. A suboptimal solution is to optimize for one secondary source at a time, such that the subsequent secondary sources will only handle those frequencies not controllable by the previous secondary sources for instance because of poor radiator location in the room.

**DISCUSSION**

Traditional magnitude equalization attempts to achieve a flat frequency response at the listening location either for the steady state or early arriving sound. Both approaches achieve an improvement in audio quality for poor loudspeaker-room systems, but colorations of the reverberant sound field cannot be handled with traditional magnitude equalization. Colorations in the reverberant sound field produced by room modes deteriorate sound clarity and definition. Modal equalization is a novel approach that can specifically address problematic modal resonances, decreasing their Q-value and bringing the decay rate in line with other frequencies.

Modal equalization decreases the gain of modal resonances thereby affecting an amount of magnitude equalization. It is important to note that traditional magnitude equalization does not achieve modal equalization as a byproduct. There is no guarantee that zeros in a traditional equalizer transfer function are placed correctly to achieve control of modal resonance decay time. In fact, this is rather improbable. A sensible aim for modal equalization is not to achieve either zero decay time or flat magnitude response. Modal equalization can be a good companion of traditional magnitude equalization. A modal equalizer can take care of differences in the reverberation time while a traditional equalizer can then decrease frequency response deviations to achieve acceptable flatness of response.

We have presented two different types of modal equalization approaches, Type I modifying the sound input into the room using the primary speakers, and Type II using separate speakers to input the mode compensating sound into a room. Type I systems are typically minimum phase. Type II systems, because the secondary radiator is separate from the primary radiator, may have an excess phase component because of differing times-of-flight. As long as this is compensated in the modal equalizer for the listening location, Type II systems also conform closely to the minimum phase requirement.

There are several reasons why modal equalization is particularly interesting at low frequencies. At low frequencies passive means to control decay rate by room absorption may become prohibitively expensive or fail because of constructional faults. Also, modal equalization becomes technically feasible at low frequencies where the wavelength of sound becomes large relative to room size and to objects in the room, and the sound field is no longer diffuse. Local control of the sound field at the main listening position becomes progressively easier under these conditions.

Recommendations [9-11] suggest that it is desirable to have approximately equal reverberant decay rate over the audio range of frequencies with possibly a modest increase toward low frequencies. We have used this as the starting point to define a target for modal equalization, allowing the reverberation time to increase by 0.2s as the frequency decreases from 300Hz to 50Hz. This target may serve as a starting point, but further study is needed to determine a psychoacoustically proven decay rate target.
SUMMARY AND CONCLUSIONS

In this paper, we introduced the principle of modal equalization, with formulations for Type I and Type II correction filters. Type I system implements modal equalization by a filter in series with the main sound source, i.e. by modifying the sound input into the room. Type II system does not modify the primary sound, but implements modal equalization by one or more secondary sources in the room, requiring a correction filter for each secondary source. Methods for identifying and modeling modes in an impulse response measurement were presented and precision requirements for modeling and implementation of system transfer function poles were discussed. Several examples of mode equalizers were given of both simulated and real rooms. Finally, implementations of the mode equalizer filter for both Type I and Type II systems were described.

Modal equalization is a method to control reverberation in a room when conventional passive means are not possible, do not exist or would present a prohibitively high cost. Modal equalization is an interesting design option particularly for low-frequency room reverberation control.
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